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Abstract—This study presents a comprehensive benchmark
analysis of various YOLO (You Only Look Once) algorithms,
from YOLOV3 to the newest addition. It represents the first re-
search to comprehensively evaluate the performance of YOLOL11,
the latest addition to the YOLO family. It evaluates their per-
formance on three diverse datasets: Traffic Signs (with varying
object sizes), African Wildlife (with diverse aspect ratios and at
least one instance of the object per image), and Ships and Vessels
(with small-sized objects of a single class), ensuring a comprehen-
sive assessment across datasets with distinct challenges. To ensure
a robust evaluation, we employ a comprehensive set of metrics,
including Precision, Recall, Mean Average Precision (mAP),
Processing Time, GFLOPs count, and Model Size. Our analysis
highlights the distinctive strengths and limitations of each YOLO
version. For example: YOLOvV9 demonstrates substantial accu-
racy but struggles with detecting small objects and efficiency
whereas YOLOvV10 exhibits relatively lower accuracy due to
architectural choices that affect its performance in overlapping
object detection but excels in speed and efficiency. Additionally,
the YOLO11 family consistently shows superior performance in
terms of accuracy, speed, computational efficiency, and model
size. YOLO11m achieved a remarkable balance of accuracy
and efficiency, scoring mAP50-95 scores of 0.795, 0.81, and
0.325 on the Traffic Signs, African Wildlife, and Ships datasets,
respectively, while maintaining an average inference time of
2.4ms, a model size of 38.8Mb, and around 67.6 GFLOPs on
average. These results provide critical insights for both industry
and academia, facilitating the selection of the most suitable
YOLO algorithm for diverse applications and guiding future
enhancements.

Index Terms—YOLO (You Only Look Once), YOLOI11,
YOLOvV10, Object detection, Ultralytics, Benchmark Analysis.

I. INTRODUCTION AND POSITIONING

Object detection is an essential component of computer
vision systems, enabling automated identification and local-
ization of objects within images or video frames [34]. Its
applications span from autonomous driving and robotics [|16]
[5] [20] [56] to inventory management, video surveillance, and
sports analysis [4] [23] [55] [69].

Over the years, object detection has developed significantly.
Initially, traditional methods such as the Viola-Jones algorithm
[63]] and the Deformable Part-based Model (DPM) [15]] used
handcrafted features and were effective for applications such
as face detection [[63]], pedestrian detection [[10]], and video
surveillance [3]]. However, these methods had limitations in
robustness and generalization. With the advancement of deep
learning, network-based methods have since become the pri-

mary approach. These methods are usually classified into two
categories: one-stage and two-stage approaches.

One-stage methods such as RetinaNet [32] and SSD (Sin-
gle Shot MultiBox Detector) [35] perform detection in a
single pass, balancing speed and accuracy. In contrast, two-
stage methods, such as Region-based Convolutional Neural
Networks (R-CNN) [[19]], generate region proposals and then
perform classification, offering high precision but being com-
putationally intensive.

Among one-stage object detection methods, YOLO (You
Only Look Once) stands out for its robustness and effi-
ciency. Initially introduced in 2015 by Redmon et al. [21],
YOLO redefined object detection by predicting bounding
boxes and class probabilities directly from full images in
a single evaluation [47]]. This innovative approach allowed
YOLOV1 to achieve real-time object detection with impressive
accuracy. Building upon this foundation, YOLOv2 [48]] incor-
porated several key enhancements. It integrated the Darknet-
19 framework, a 19-layer convolutional neural network that
improved feature extraction. YOLOV2 also introduced batch
normalization and employed data augmentation techniques
inspired by the VGG architecture [57] to enhance the model’s
generalization. YOLOV3 [49] further advanced the model with
the Darknet-53 framework, a deeper network that significantly
improved feature extraction capabilities. This version also
utilized a Feature Pyramid Network (FPN)-inspired design,
which allowed for better detection across various object scales
by combining high-level semantic features with low-level
detailed features, and a Three-Scale detection mechanism that
improved accuracy for objects of different sizes.

Following YOLOV3, the model’s development branched into
various communities, leading to several notable iterations.
YOLOv4 [6]], developed by Bochkovskiy et al., introduced
enhancements such as Spatial Pyramid Pooling (SPP) and the
Path Aggregation Network (PAN). SPP aggregates features
from multiple scales, preserving spatial information, while
PAN improves the fusion of features between layers, resulting
in improved speed and accuracy. YOLOvS [60] marked a
significant transition by moving from the Darknet framework
to PyTorch, a popular deep learning library. This transition
made the model more accessible and easier to customize. The
architecture incorporated strided convolution layers, which
reduced computational load, and Spatial Pyramid Pooling Fast
(SPPF) layers, optimizing memory usage while maintaining
high performance. YOLOv6 and YOLOV7 continued this tra-
jectory with innovative architectures. YOLOV6 [29] introduced
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Fig. 1. Evolution of YOLO Algorithms throughout the years.

RepVGG, an architecture that simplified convolutional layers
during inference, and CSPStackRep blocks, which improve
accuracy by splitting the feature map into two parts to process
them separately. In addition, YOLOv6 employed a hybrid
channel strategy for better feature representation. YOLOV7
[65] leveraged the Extended Efficient Layer Aggregation Net-
work (E-ELAN), a novel architecture that improved efficiency
and effectiveness by enhancing information flow between
layers.

The most recent versions of YOLO, including YOLOVS,
YOLOV9, YOLOV10, and YOLOI11 represent the forefront
of the model’s development. YOLOVS [58], released by Ul-
tralytics, introduced semantic segmentation capabilities, al-
lowing the model to classify each pixel of an image, and
provided scalable versions to meet various application needs,
from resource-constrained environments to high performance
systems alongside other tasks such as pose estimation, image
classification, and oriented object detection (OOB). YOLOvV9
[66] built on its predecessors’ architectural advancements
with Programmable Gradient Information (PGI), which op-
timizes gradient flow during training, and the Generalized
Efficient Layer Aggregation Network (GELAN), which further
improved performance by enhancing layer information flow.
YOLOV10 [64], developed by Tsinghua University, eliminated
the need for Non-Maximum Suppression (NMS) used by its
predecessors, a technique used to eliminate duplicate predic-
tions and pick the bounding boxes with the most confidence,
by introducing a dual assignment strategy in its training proto-
col. Additionally, YOLOv10 features lightweight classification
heads, spatial-channel decoupled downsampling, and rank-
guided block design, making it one of the most efficient and
effective YOLO models to date. Lastly, YOLO11 [26], also
introduced by Ultralytics, retains the capabilities of YOLOvVS8
with applications such as Instance Segmentation, Pose Es-
timation, and Oriented Object Detection while providing 5
scalable versions for different use cases. YOLOI11 replaces
the C2f block from YOLOv8 with the more efficient C3k2

Zheng Ge et al. "YOLOX: Exceeding
YOLO Series in 2021"

Li, Chuyi et al. "Yolové v3. 0: A full-
scale reloading”

Wang, A., Chen et al. "Yolov10: Real-
time end-to-end object detection”

YOLO-World
Cheng, T. et al. "Yolo-world: Real-
time open-vocabulary object
detection”

YOLOv7
Wang, C. Y., Bochkovskiy, A., et al.
"YOLOV7: Trainable bag-of-freebies
sets new state-of-the-art for real-
time object detectors"

block, delivering improved performance without compromis-
ing speed. Additionally, it introduces the C2PSA (Cross Stage
Partial with Spatial Attention) module, which improves spatial
attention in feature maps, increasing accuracy, especially for
small and overlapping objects.

This object detection algorithm has undergone several de-
velopments as seen in Figure [I] achieving competitive results
in terms of accuracy and speed, making it the preferred
algorithm in various fields such as ADAS (Advanced Driver-
Assist System) [47], video surveillance [38]], face detection
[39], and many more [[18]]. For instance, YOLO plays a crucial
role in the agriculture field by being implemented in numerous
applications such as crop classification [1]] [[17], pest detection
[33]], automated farming [67] [37]], and virtual fencing [62].
Moreover, YOLO has been utilized on numerous occasions in
the field of healthcare such as cancer detection [?] [45], ulcer
detection [2], medicine classification [36] [42], and health
protocols enforcement [11].

In recent years, Ultralytics has played a crucial role in the
advancement of YOLO by maintaining, improving, and mak-
ing these models more accessible [46]. Notably, Ultralytics has
streamlined the process of fine-tuning and customizing YOLO
models, a task that was considerably more complex in earlier
iterations. The introduction of user-friendly interfaces, com-
prehensive documentation, and pre-built modules has greatly
simplified essential tasks such as data augmentation, model
training, and evaluation. Moreover, the development of scal-
able model versions allows users to select models tailored
to specific resource constraints and application requirements,
thereby facilitating more effective fine-tuning. For instance,
YOLOvS8n is favorable over YOLOvV8m in scenarios where
speed and computational efficiency are prioritized over accu-
racy, making it ideal for resource-constrained environments.
The integration of advanced tools for hyperparameter tuning,
automated learning rate scheduling, and model pruning has
further refined the customization process. Continuous updates
and robust community support have also contributed to making



YOLO models more accessible and adaptable for a wide range
of applications.

This paper aims to present a comprehensive comparative
analysis of the YOLO algorithm’s evolution. It makes a signif-
icant contribution to the field by offering the first comprehen-
sive evaluation of YOLO11, the newest member of the YOLO
family. By leveraging pre-trained models and fine-tuning them,
we evaluate their performance across three diverse custom
datasets, each with varying sizes and objectives. Consistent
hyperparameters are applied to ensure a fair and unbiased
comparison. The analysis delves into critical performance met-
rics, including speed, efficiency, accuracy, and computational
complexity, as measured by GFLOPs count and model size. In
addition, we explore the real-world applications of each YOLO
version, highlighting their strengths and limitations across
different use cases. Through this comparative study, we aim
to provide valuable insights for researchers and practitioners,
offering a deeper understanding of how these models can be
effectively applied in various scenarios.

The rest of this paper is organized as follows: Section
2 covers related work. Section 3 describes the datasets, the
models, and the experimental setup, including the hyperpa-
rameters and evaluation metrics used. Section 4 presents the
experimental results and comparative analysis alongside a
discussion. Finally, Section 5 concludes with insights drawn
from the study.

II. RELATED WORK

The YOLO (You Only Look Once) algorithm is considered
one of the most prominent object detection algorithms. It
achieves state-of-the-art speed and accuracy, and its various
applications have made it indispensable in numerous fields
and industries. Numerous researchers have shown interest in
this object detection algorithm by publishing papers reviewing
its evolution, fine-tuning its models, and benchmarking its
performance against other computer vision algorithms. This
widespread interest underscores YOLO’s important role in
advancing the field of computer vision.

The paper in [14]] examines seven semantic segmentation
and detection algorithms, including YOLOVS, for cloud seg-
mentation from remote sensing imagery. It conducts a bench-
mark analysis to evaluate their architectural approaches and
identify the most performing ones based on accuracy, speed,
and potential applications. The research aims to produce ma-
chine learning algorithms that can perform cloud segmentation
using only a few spectral bands, including RGB and RGBN-IR
combinations.

The authors of the paper in [22] review the evolution of the
YOLO variants from version 1 to version §, examining their in-
ternal architecture, key innovations, and benchmarked perfor-
mance metrics. However, YOLOvV9, YOLOv10, and YOLO11
are not considered in the analysis. The paper highlights the
models’ applications across domains like autonomous driving
and healthcare and proposes incorporating federated learn-
ing to improve privacy, adaptability, and generalization in
collaborative training. The review, however, limits its focus
to mAP (mean Average Precision) for accuracy evaluation,

neglecting other key metrics such as Recall and Precision.
Additionally, it considers FPS (frames per second) as the sole
measure of computational efficiency, excluding the impact of
preprocessing, inference, postprocessing times, GFLOPs, and
size.

The paper in [12] thoroughly analyzes single-stage object
detectors, particularly YOLOs from YOLOv1 to YOLOv4,
with updates to their architecture, performance metrics, and
regression formulation. Additionally, it provides an overview
of the comparison between two-stage and single-stage object
detectors, several YOLO versions from version 1 to version 4,
applications utilizing two-stage detectors, and future research
prospects.

The authors of the paper in [53]] explore the evolution
of the YOLO algorithms from version 1 to 10, highlighting
their impact on automotive safety, healthcare, industrial man-
ufacturing, surveillance, and agriculture. The paper highlights
incremental technological advances and challenges in each
version, indicating a potential integration with multimodal,
context-aware, and General Artificial Intelligence systems for
future Al-driven applications. However, the paper does not
include a benchmarking study or a comparative analysis of the
YOLO models, leaving out performance comparisons across
the versions.

The paper in [61] explores the development of the YOLO
algorithm till the fourth version. It highlights its challenges
and suggests new approaches, highlighting its impact on object
detection and the need for ongoing study.

The authors in the work in [27] analyze the YOLO algo-
rithm, focusing on its development and performance. They
conduct a comparative analysis of the different versions of
YOLO till the 8th version, highlighting the algorithm’s po-
tential to provide insights into image and video recognition
and addressing its issues and limitations. The paper focuses
exclusively on the mAP metric, overlooking other accuracy
measures such as Precision and Recall. Additionally, it ne-
glects speed and efficiency metrics limiting the scope of the
comparative study. The paper also omits the evaluation of the
most recent models, YOLOvV9, YOLOv10, and YOLOI11.

This paper makes several key contributions: (i) It pioneers a
comprehensive comparison of YOLOI11 against its predeces-
sors across their scaled variants from nano- to extra-large; (ii)
it offers deep insights into the structural evolution of these al-
gorithms by evaluating their performance across three diverse
datasets of various object properties; and (iii) our performance
evaluation extends beyond mAP and FPS to include critical
metrics such as Precision, Recall, Preprocessing, Inference,
and Postprocessing Time, GFLOPs, and model size. These
metrics provide valuable insights to guide the selection of
the optimal YOLO algorithm for specific use cases for both
industry professionals and academics.

III. BENCHMARK SETUP

A. Datasets

This study aims to conduct in-depth benchmark research
and assess the YOLO algorithms provided by the Ultralytics



library. The main goal is to provide a thorough and com-
parative analysis of these models and explain their strengths,
deficiencies, and possible applications.

This paper is made possible using several publicly accessi-
ble datasets on Kaggle and Roboflow. The selection of the
datasets is based on the increasing implementation of the
YOLO algorithms in the fields of Autonomous driving [47]]
[54] [30] [7], satellite imagery [31] [8] [44], and wildlife
conservation [50] [68]] [51]. Moreover, each picked dataset
presents unique difficulties and situations for object detection
with varying image sizes and number of observations along-
side the number of classes.

1) Traffic Signs Dataset: The Traffic Signs dataset by Radu
Oprea is an open-source dataset on Kaggle that contains
around 55 classes across 3253 training and 1128 validation
images of traffic signs in different sizes and environments
[40]. All of the images in the dataset are initially in a size
of 640x640 with no labels for False Positives detection.
Undersampling techniques were applied to this dataset to
balance the different classes. This dataset is crucial for applica-
tions in autonomous driving, traffic management, road safety,
and intelligent transportation systems. However, it presents
challenges due to the varying sizes of target objects and the
similarities in patterns across different classes, complicating
the detection process.

2) Africa Wild Life Dataset: The Africa Wild Life dataset
is an open-source Kaggle dataset by Bianca Ferreira, designed
for real-time animal detection in nature reserves [59]]. It fea-
tures four common African animal classes: Buffalo, elephant,
rhino, and zebra. Each class is represented by at least 376
images collected via Google image searches and manually
labeled in the YOLO format. The challenges of this dataset
are the varying aspect ratios, with each image containing at
least one instance of the specified animal class and potentially
multiple instances or occurrences of other classes. Moreover,
overlapping these target objects makes the detection process
more challenging. This dataset is essential for applications
in wildlife conservation, anti-poaching efforts, biodiversity
monitoring, and ecological research.

3) Ships/Vessels Dataset: The Ships dataset is an exten-
sive open-source collection containing approximately 13.5k
images, collected by Siddharth Sah from numerous Roboflow
datasets, curated explicitly for ship detection [|52]]. Each image
has been manually annotated with bounding boxes in the
YOLO format, ensuring precise and efficient detection of
ships. This dataset features a single class, “ship,” allowing
for streamlined and focused analysis. However, the relatively
small size of the target objects and their varying rotations
pose challenges for detection, particularly for the YOLO
algorithm, which often struggles with small object detection
and objects with varying orientations. The dataset is essential
for various practical applications such as maritime safety,
fisheries management, marine pollution monitoring, defense,
maritime security, and more.

B. Models

1) Comparative Analysis: Ultralytics vs. Original YOLO
Models: In this subsection, we will conduct a comparative

TABLE I
ULTRALYTICS-SUPPORTED LIBRARY TASKS AND MODELS
\‘,{ OIfO Inference | Validation | Training PFe-
ersion trained

YOLOv1 No No No No
YOLOv2 No No No No
YOLOvV3-u (Ultralytics) Yes Yes Yes Yes
YOLOv4 No No No No
YOLOV5-u (Ultralytics) Yes Yes Yes Yes
YOLOv6 Yes Yes Yes No
YOLOvV7 No No No No
YOLOvVS Yes Yes Yes Yes
YOLOVY Yes Yes Yes Yes
YOLOvVI10 Yes Yes Yes Yes
YOLOI11 Yes Yes Yes Yes

analysis between the models provided by Ultralytics and their
original counterparts on the Traffic Signs dataset provided by
Radu Oprea [40] using the same hyperparameters in Table
[Vl The objective is to highlight the differences between
Ultralytics models and the original versions, which justifies the
exclusion of YOLOvV4 [6], YOLOvV6 [29]], and YOLOvV7 [65]
from this paper due to the lack of support for these models
by Ultralytics. This analysis will demonstrate why focusing
exclusively on Ultralytics-supported models ensures a fair and
consistent benchmark evaluation.

a) Ultralytics Supported Models and Tasks:: Ultralytics
library provides researchers and programmers various YOLO
models for inference, validation, training, and export. Based
on the results of Table [l we notice that Ultralytics does not
support YOLOv1, YOLOvV2, YOLOv4, and YOLOvV7. Con-
cerning YOLOVO6, the library only supports the configuration
* yaml files without the pre-trained *.pt models.

b) Performance Comparison of Ultralytics and Original
Models:: Based on the results of our comparative analysis of
the Ultralytics models and their original counterparts on the
Traffic Signs dataset presented in Table |lI, we observe signifi-
cant discrepancies between the performance of the Ultralytics
models and their original counterparts. Notably, Ultralytics’
versions of YOLOv5n (nano) and YOLOvV3 demonstrate su-
perior performance, underscoring the enhancements and opti-
mizations implemented by Ultralytics. Conversely, the original
YOLOV9c (compact) slightly outperforms its Ultralytics ver-
sion, potentially due to the lack of extensive optimization for
this newer model by Ultralytics. These observations highlight
that the Ultralytics models have undergone substantial mod-
ifications, making a direct comparison with the original ver-
sions inequitable. Consequently, the noticeable performance
discrepancy between the two models, including the original
and Ultralytics models in the same benchmarking study, would
not provide a fair or accurate assessment. Therefore, this paper
will focus exclusively on the Ultralytics-supported versions to
ensure consistent and fair benchmarks.

2) YOLOv3u: YOLOvV3, based on its predecessors, aims to
improve localization errors and detection efficiency, particu-
larly for smaller objects. It uses the Darknet-53 framework,
which has 53 convolutional layers and achieves double the
speed of ResNet-152 [49]. YOLOv3 also incorporates ele-
ments from the Feature Pyramid Network (FPN), such as
residual blocks, skip connections, and up-sampling, to enhance



TABLE II
ULTRALYTICS AND ORIGINAL YOLO PERFORMANCE COMPARISON
Version Source mAP50 | mAP50-95
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its ability to detect objects efficiently across varying scales, as
seen in Figure 2| The algorithm generates feature maps at
three distinct scales, down-sampling the input at factors of
32, 16, and 8, and uses a three-scale detection mechanism to
detect large, medium, and small-sized objects using distinct
feature maps. Despite its improvements, YOLOV3 still faces
challenges in achieving precise results for medium and large-
sized objects, so Ultralytics released YOLOv3u. YOLOvV3u is
an improved version of YOLOv3 that utilizes an anchor-free
detection method used later in YOLOVS and improves upon
the accuracy and speed of YOLOV3, especially for medium
and large-sized objects.
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Fig. 2. YOLOvV3 architecture showcasing the residual blocks and the
upsampling layers to enhance object detection efficiency through different
scales [9].

3) YOLOv5u: YOLOVS, proposed by Glenn Jocher, tran-
sitions from the Darknet framework to PyTorch, retaining
many improvements from YOLOv4 and utilizing
CSPDarknet as its backbone. CSPDarknet is a modified ver-
sion of the original Darknet architecture that incorporates
Cross-Stage Partial connections by splitting feature maps into
separate paths, allowing for more efficient feature extraction
and reduced computational costs. YOLOVS features a strided
convolution layer with a large window size, aiming to reduce
memory and computational costs, as showcased in Figure [3]
Moreover, this version adopts the Spatial Pyramid Pooling
Fast (SPPF) module to provide a multiscale representation of
the input feature maps. The SPPF module works by pooling
features at different scales and concatenating them, allowing
the network to capture fine and coarse information. This helps
recognize objects of various sizes more effectively. In addition,
YOLOVS implements several augmentations, such as Mosaic,
copy-paste, random affine, MixUp, HSV augmentation, and
random horizontal flip. YOLOVS is available in five variants,
varying in width and depth of convolution modules. Ultralytics
is actively improving this model through YOLOvV5u, adopting

an anchor-free detection method and achieving better overall
performance, especially on complex objects of different sizes.
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Fig. 3. Detailed architecture of YOLOVS including the CSPDarknet Back-
bone, PANet Neck, and YOLO Layer Head [13].

4) YOLOvS: Ultralytics has introduced YOLOVS, a signif-
icant evolution in the YOLO series, with five scaled versions
(58] [25]]. Alongside object detection, YOLOVS also provides
various applications such as image classification, pose esti-
mation, instance segmentation, and oriented object detection
(OOB). Key features include a backbone similar to YOLOVS,
with adjustments in the CSPLayer, now known as the C2f
module, which combines high-level features with contextual
information for enhanced detection accuracy highlighted in
Figure ] YOLOVS also introduces a semantic segmentation
model called YOLOv8-Seg, which combines a CSPDarknet53
feature extractor with a C2F module, achieving state-of-the-
art results in object detection and semantic segmentation
benchmarks while maintaining high efficiency.

Fig. 4. Detailed architecture of YOLOVS8 showcasing the backbone network’s
multiple convolutional layers to extract hierarchical features, the Feature
Pyramid Network (FPN) for enhances detection at different scales, and the
network head to perform final predictions, incorporating convolutional blocks
and upsample blocks to refine features 28]

5) YOLOv9: YOLOVY, developed by Chien-Yao Wang, I-
Hau Yeh, and Hong-Yuan Mark Liao, uses the Information
Bottleneck Principle and Reversible Functions to preserve
essential data across the network’s depth, ensuring reliable
gradient generation and improved model convergence and
performance [66]. Reversible functions, which can be in-
verted without loss of information, are another cornerstone



of YOLOV9’s architecture. This property allows the network
to retain a complete information flow, enabling more accurate
updates to the model’s parameters. Moreover, YOLOV9 offers
five scaled versions for different uses, focusing on lightweight
models, which are often under-parameterized and prone to
losing significant information during the feedforward process.

Programmable Gradient Information (PGI) is a significant
advancement introduced in YOLOV9. PGI is a method that
dynamically adjusts the gradient information during training
to optimize learning efficiency. By selectively focusing on
the most informative gradients, PGI helps preserve crucial
information that might otherwise be lost in lightweight models.
This advancement ensures the model retains the essential
features for accurate object detection, improving overall per-
formance.

In addition, YOLOV9 incorporates GELAN (Gradient En-
hanced Lightweight Architecture Network), a new architec-
tural advancement designed to improve parameter utiliza-
tion and computational efficiency as illustrated in Figure
Bl GELAN achieves this by optimizing the computational
pathways within the network, allowing for better resource
management and adaptability to various applications without
compromising speed or accuracy.
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Fig. 5. YOLOVY architecture featuring CSPNet, ELAN, and GELAN mod-
ules. CSPNet optimizes gradient flow and reduces computational complexity
via feature map partitioning. ELAN enhances learning efficiency by linearly
aggregating features, and GELAN extends this concept by integrating features
from various depths and pathways, offering increased flexibility and accuracy
in feature extraction [60].

6) YOLOvi0: YOLOVI10, developed by Tsinghua Univer-
sity researchers, builds upon previous models’ strengths with
key innovations [64]. The architecture has an enhanced CSP-
Net (Cross Stage Partial Network) backbone for improved
gradient flow and reduced computational redundancy, as seen
in Figure [6] The network is structured into three main compo-
nents: the backbone, the neck, and the detection head. The
neck includes PAN (Path Aggregation Network) layers for
effective multiscale feature fusion. PAN is designed to enhance
information flow by aggregating features from different layers,
enabling the network to better capture and combine details at
various scales, which is crucial for detecting objects of differ-
ent sizes. At the same time, the One-to-Many Head generates
multiple predictions per object during training to provide rich
supervisory signals and improve learning accuracy. Moreover,
this version also offers five scaled versions, from nano to extra-
large.

For inference, the One-to-One Head generates a single
best prediction per object, eliminating the need for Non-
Maximum Suppression (NMS). By removing the need for
NMS, YOLOVI1O0 reduces latency and improves the post-
processing speed. In addition, YOLOV10 includes NMS-Free
Training, which uses consistent dual assignments to reduce
inference latency, and a model design that optimizes various
components from both efficiency and accuracy perspectives.
This includes lightweight classification heads, spatial-channel
decoupled downsampling, and rank-guided block design. In
addition, the model incorporates large-kernel convolutions and
partial self-attention modules to enhance performance without
significant computational costs.
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Fig. 6. YOLOV10 architecture showcasing the dual label assignment strategy
for improving accuracy and the PAN layer for enhancing feature representation
alongside one-to-many head for regression and classification tasks and one-
to-one head for precise localization [|64].

7) YOLOI1: YOLOI1 [26] is the latest innovation in the
YOLO series developed by Ultralytics, building upon the
developments of its predecessors, especially YOLOvS. This
iteration offers five scaled models from nano to extra large,
catering to various applications. Like YOLOv8, YOLOI1
includes numerous applications such as object detection, in-
stance segmentation, image classification, pose estimation, and
oriented object detection (OBB).

Key improvements in YOLOI11 include the introduction of
the C2PSA (Cross-Stage Partial with Self-Attention) module,
as seen in Figure [/, which combines the benefits of cross-
stage partial networks with self-attention mechanisms. This
enables the model to capture contextual information more
effectively across multiple layers, improving object detection
accuracy, especially for small and colluded objects. Addition-
ally, in YOLOL11, the C2f block has been replaced by C3k2,
a custom implementation of the CSP Bottleneck that uses two
convolutions, unlike YOLOvV8’s use of one large convolution.
This block uses a smaller kernel, retaining accuracy while
improving efficiency and speed.

C. Hardware and Software Setup

Table|l1l] showcases the libraries and packages used through-
out this paper. During this experiment, 23 models were trained
of 5 different YOLO versions found in Table [Vl To ensure a
fair comparative analysis, similar hyperparameters were used
throughout the whole experiment on all models found below
in table [Vl We have used 2 NVIDIA RTX 4090 GPUs for the
training and evaluation, each with 16,384 CUDA cores.

For the traffic signs dataset, undersampling techniques were
applied to ensure a balanced dataset, reducing the number of
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Fig. 7. YOLOI1 architecture showcasing the new C3k2 blocks and the
C2PSA module. [26] [43].

images from 4381 to 3233 images split into 70% training, 20%
validation, and 10% testing. After balancing the dataset, 24
classes remained, with an average of 100 images per class in
the training dataset. This dataset contains numerous images of
traffic sizes of different sizes that render it suitable for diverse
object detection.

The Africa Wildlife dataset contains 1504 images dis-
tributed equally among all 4 classes following the 70% train-
ing, 20% validation, and 10% testing split. This dataset is used
for large object detection in this section,

The Ships dataset contains 13.4k images and is divided into
70% training, 20% validation, and 10% testing. It has only one
class (ship) and is focused on small object detection.

TABLE III
SOFTWARE SETUP

Name Version Description
Python 3.12 Programming language
Ubuntu 22.04 Linux operating system
CUDA 12.5 Platform for GPU based processing
cuDNN 8.9.7 CUDA library for deep neural networks
Ultralytics 8.2.55 YOLO Object Detection Library

WandB 0.17.4 ML experiment tracking

D. Metrics

This study evaluates the performance of YOLO models us-
ing three primary metrics: accuracy, computational efficiency,
and size. The accuracy metrics include Precision, Recall,
mAP50 (Mean Average Precision at an IoU (Intersection over
Union) threshold of 0.50), and mAP50-95 (Mean Average
Precision across IoU (Intersection over Union) thresholds from
0.50 to 0.95). Precision [41] measures the ratio of correctly
predicted observations to the total predicted observations, thus

TABLE IV
YOLO VERSIONS AND SCALED VERSIONS

Scaled Version
YOLOV3u-tiny
YOLOvV3u
YOLOVS5un (nano)
YOLOvV5us (small)
YOLOvV5um (medium)
YOLOVS5ul (large)
YOLOvS5ux (extra-large)
YOLOVS8n (nano)
YOLOVS8s (small)
YOLOvV8m (medium)
YOLOVSI (large)
YOLOVS8x (extra-large)
YOLOVt (tiny)
YOLOV9s (small)
YOLOV9m (medium)
YOLOV9c (compact)
YOLOV9e (extended)
YOLOvVI10n (nano)
YOLOVI10s (small)
YOLOvVI10m (medium)
YOLOvVI10b (balanced)
YOLOVI10I (large)
YOLOvV10x (extra-large)
YOLO11n (nano)
YOLOI11s (small)
YOLOI1m (medium)
YOLOL11I (large)
YOLOI1x (extra-large)

Version

YOLOV3u

YOLOvV5u

YOLOv8

YOLOV9

YOLOv10

YOLOLI11

TABLE V

TABLE OF PARAMETERS
Parameter Value
Epochs 100
Optimizer AdamW
Batch Size 16
Image Size (640, 640)
Initial & Final Learning rate | (0.0001, 0.01)
Dropout rate 0.15
Data Split (70, 20, 10)

highlighting the occurrence of False Positives. Conversely, Re-
call [41]] measures the ratio of correctly predicted observations
to all actual observations, thus emphasizing the occurrence of
False Negatives. Both mAP50 and mAP50-95 [70] provide
a comprehensive summary of Precision and Recall. While
mAPS50 calculates the Mean Average Precision at an IoU
threshold of 0.50, mAP50-95 extends this calculation across
multiple IoU thresholds from 0.50 to 0.95, with a step size of
0.05.

Regarding computational efficiency metrics, Preprocessing
Time, Inference Time, and Postprocessing Time will be uti-
lized to evaluate the model’s speed. Preprocessing Time refers
to the duration taken to prepare raw data for input into the
model. Inference Time is the duration required for the model to
process the input data and generate predictions. Postprocessing
Time denotes the time needed to convert the model’s raw
predictions into a final, usable format. These metrics were
measured using a sample of images for testing after training
the models. Additionally, the GFLOPs (Giga Floating-Point
Operations Per Second) measure the computational power for
the model training, reflecting its efficiency. In contrast, the



TABLE VI
EVALUATION RESULTS FOR THE TRAFFIC SIGNS DATASET.

Versions Precision Recall mAP50 mAP50-95 T reTp.“’ceSS Inference  Postprocess  Total by (pe gie
ime Time Time Time
YOLOV3u 0.75 0849 0874 0.781 07 85 04 96 20786 2824
YOLOV3u tiny  0.845 0667 0772 0.682 1.4 0.7 03 24 24.44 19
YOLOv5un 0.805 0679 0749 0.665 06 66 04 7.6 5.65 71
YOLOV5us 0.85 0777 0827 0.744 0.5 78 0.4 87 18.58 239
YOLOV5um 0.849 0.701 0.83 0.744 1.1 95 0.4 11 50.54 64.1
YOLOV5ul 0.831 0836  0.886 0.799 0.6 97 0.4 107 10685 1349
YOLOV5ux 0.863 0795  0.867 0.777 1.1 9.8 0.4 113 1952 2463
YOLOV8n 0.749 0688 0777 0.689 06 68 04 78 6.55 81
YOLOVSs 0.766 0788  0.806 0.718 0.6 78 0.4 8.8 22.59 28.6
YOLOv8m 0.838 0.805  0.845 0.763 1.6 9.1 0.4 1.1 52.12 78.9
YOLOVSI 0.771 0789  0.853 0.767 0.6 9.2 0.4 10.2 87.77 165
YOLOV8x 0.902 0744  0.874 078 0.6 9.4 0.4 10.4 1369 2577
YOLOVOt 0.792 0748 0812 0.731 05 10 04 10.9 4.93 77
YOLOV9s 0.763 0.81 0.828 0.75 06 1.1 0.4 12.1 15.33 268
YOLOV9m 0.864 0796  0.864 0.784 1 12.1 0.4 13.5 40.98 76.7
YOLOV9c 0.827 0.807  0.852 0.769 13 116 0.4 133 51.8 102.6
YOLOV9e 0.819 0.824  0.854 0.764 08 16.1 0.4 17.3 1175  189.4
YOLOvIOn 0722 0602 0722 0.64 I 08 0.2 2 559 83
YOLOV10s 0.823 0742 0.834 0.744 1.2 1.1 02 25 15.9 247
YOLOv10m 0.834 0843  0.88 0.781 1.2 24 02 38 32.1 63.8
YOLOV10b 0.836 0764  0.859 0.765 1 3.1 02 43 39.7 98.4
YOLOV10I 0.873 0.807  0.866 0.771 1.1 38 02 5.1 50 126.8
YOLOV10x 0.773 0854  0.88 0.787 1 6.3 02 75 61.4 170.4
YOLOIIn 0768 0695 0757 0.668 12 0.6 04 22 535 6.4
YOLO11s 0.819 0758  0.838 0.742 1.2 1 0.4 26 18.4 214
YOLO11m 0.898 0826  0.893 0.795 1.2 24 0.4 4 38.8 67.9
YOLO111 0.862 0.839  0.889 0.794 1.2 3 0.4 4.6 49 86.8
YOLO11x 0.819 0816  0.885 0.784 0.9 6.1 0.4 74 109 194.8

size metric reflects the actual disk size of the model and the
number of its parameters.

These metrics are essential for providing a comprehensive
overview of YOLO models’ performance, allowing for effec-
tive comparison and evaluation. By employing these metrics,
we can thoroughly assess the accuracy and efficiency of
different YOLO model versions, ensuring a robust benchmark
for their performance and application in various real-world
scenarios.

IV. BENCHMARK RESULTS AND DISCUSSION
A. Results

1) Traffic Signs Dataset: Table |V]| presents a comparative
analysis of the YOLO algorithms’ performance on the Traffic
Signs dataset, evaluated based on accuracy, computational
efficiency, and model size. The Traffic Signs dataset is a
medium-sized dataset with varied object sizes, making it favor-
able for benchmarking. The results highlight the effectiveness
of YOLO models in detecting traffic signs, demonstrating a
range of precision. The highest mAP50-95 was 0.799, while
the lowest recorded precision was 0.64. On the other hand,
the highest mAPS50 is 0.893 while the lowest is 0.722. The
substantial gap between the mAP50 and mAP50-95 results
suggests that the models encounter difficulties in uniformly
handling traffic signs with different sizes at higher thresholds,
reflecting areas for potential improvement in their detection
algorithms.

a) Accuracy:: As illustrated in Figure YOLOvVS5ul
demonstrates the highest accuracy, achieving a mAP50 of
0.866 and a mAP50-95 of 0.799. This is followed by

YOLOI11m with a mAP50-95 of 0.795 and YOLOL111 with
a mAP50-95 of 0.794. In contrast, YOLOv10n exhibits the
lowest precision, with a mAP50 of 0.722 and a mAP50-95
of 0.64, closely followed by YOLOvS5un with a mAP50-95 of
0.665, as evidenced by the data points in Figure [8]

b) Precision and Recall: : Figure [0 elucidates the trade-
off between precision and recall taking the size of the models
into consideration. Models such as YOLO11m, YOLO10l,
YOLOvV9m, YOLOv5ux, and YOLO111 exhibit high precision
and recall, specifically with YOLOI11m achieving a precision
of 0.898 and a recall of 0.826 while having a size of 67.9Mb,
and YOLOVI1O0I achieving a precision of 0.873 and a recall
of 0.807 with a significantly bigger size (126.8 Mb). In
contrast, smaller models such as YOLOv10n (precision 0.722,
recall 0.602), YOLOvS8n (precision 0.749, recall 0.688), and
YOLOIl1n (precision 0.768, recall 0.695) underperform in
both metrics. This underscores the superior performance of
larger models on the Traffic Signs dataset. Moreover, the
high precision (0.849) and low recall (0.701) of YOLOv5um
indicate a propensity for false negatives, while YOLOv3u’s
high recall (0.849) and low precision (0.75) suggest a tendency
for false positives.

¢) Computational Efficiency:: In terms of computational
efficiency, YOLOv10n is the most efficient, with a processing
time of 2ms per image and a GFLOPs count of 8.3, as
shown in Figures [I0] and [TT] YOLO11n closely trails this
at 2.2ms with a 6.4 GFLOPs count, and YOLOv3u-tiny
with a processing time of 2.4ms and a GFLOPs count of
19, making it relatively computationally inefficient compared
to the other fast models. However, the data indicates that
YOLOV9e, YOLOV9m, YOLOvV9c, and YOLOV9Ys are the least
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efficient, with inference times of 16.1ms, 12.1ms, 11.6ms, and
11.1ms, and GFLOPs count of 189.4, 76.7, 102.6, and 26.8
respectively. These findings delineate a clear trade-off between
accuracy and computational efficiency.

d) Overall Performance:: When evaluating overall per-
formance, which includes accuracy, size, and model efficiency,
YOLOI11m emerges as a consistently top-performing model. It
achieves a mAP50-95 of 0.795, an inference time of 2.4ms, a
model size of 38.8Mb, and a 67.9 GFLOPs count, as detailed
in Figures [§] [I0] [T} and Table [VI| This is followed by
YOLO111 (mAP50-95 of 0.794, inference time of 4.6ms, size

of 49Mb, and 86.8 GFLOPs count), and YOLOv10m (mAP50-
95 of 0.781, inference time of 2.4ms, size of 32.1Mb, 63.8
GFLOPs count). These results highlight the robustness of these
models in detecting traffic signs of various sizes while main-
taining short inference times and small model sizes. Notably,
the YOLO11 and YOLOv10 families significantly outperform
other YOLO families, in terms of accuracy and computational
efficiency in this dataset, as their models consistently surpass
counterparts from other families.

2) Africa Wildlife Dataset: The results in Table [VII] show-
case the performance of the YOLO models on the Africa
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Fig. 11. Total processing time and GFLOPs count results on traffic signs dataset.

Wildlife dataset. This dataset contains large object sizes fo-
cusing on the ability of YOLO models to predict large objects
and their risk of overfitting due to the size of the dataset. The
models demonstrate robust accuracy across the board, with
the highest-performing models achieving a mAP50-95 ranging
from 0.832 to 0.725. This relatively shorter range reflects the
effectiveness of the models in detecting and classifying large
wildlife objects by maintaining high accuracy.

a) Accuracy:: As illustrated in Figure [12] YOLOV9s
demonstrates exceptional performance with a high mAP50-95
of 0.832 and a mAPS50 of 0.956, showcasing its robust accu-
racy across various IoU thresholds. YOLOvV9c and YOLOvOt
follow closely, with mAP50 scores of 0.96 and 0.948 and

mAP50-95 scores of 0.83 and 0.825, respectively. These
results highlight the YOLOVY family’s ability to effectively
learn patterns from a small sample of images, making it par-
ticularly suited for smaller datasets. In contrast, YOLOvVS5un,
YOLOV10n, and YOLOvV3u-tiny show lower mAP50-95 scores
of 0.791, 0.786, and 0.725, indicating their limitations in accu-
racy. The underperformance of larger models like YOLO11x,
YOLOv5ux, YOLOvS5ul, and YOLOV10I can be attributed to
overfitting, especially given the small dataset size.

b) Precision and Recall:: Figure reveals that
YOLOS8I and YOLOI11I achieve the highest precision and
recall, with values of 0.942 and 0.937 for precision, and 0.898
and 0.896 for recall, respectively. Notably, YOLOv8n achieves
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TABLE VII
EVALUATION RESULTS FOR THE AFRICA WILDLIFE DATASET.

Preprocess Inference Postprocess

Versions Precision Recall mAP50 mAP50-95 Ti . . Total Time Size GFLOPs
ime Time Time
YOLOV3u 0.91 0.88 0.943 0.803 0.5 6.2 0.4 7.1 207.86 282.2
YOLOV3u tiny 0.897 0.866 0.921 0.725 0.7 0.7 04 1.8 24.44 19.1
YOLOV5un 0.949 0.862 0.948 0.791 1.1 0.5 0.4 2 5.65 7
YOLOV5us 0.924 0.882 0.853 0.804 1 0.8 04 2.2 18.58 23.8
YOLOv5um 0.935 0.887 0.947 0.807 0.6 2.1 0.4 3.1 50.54 64
YOLOvS5ul 0.916 0.881 0.948 0.797 0.7 33 04 44 106.85 135
YOLOV5ux 0.932 0.867 0.946 0.797 0.5 6.6 0.4 7.5 195.2 246.2
YOLOvV8n 0.932 0.908 0.953 0.794 1.1 0.5 0.4 2 6.55 8.2
YOLOVSs 0.962 0.88 0.943 0.812 0.9 1 0.4 2.3 22.59 28.7
YOLOvV8m 0.928 0.909 0.953 0.822 0.8 2.5 04 3.7 52.12 78.9
YOLOVSI 0.942 0.898 0.957 0.817 0.9 3.9 0.4 5.2 87.77 165.1
YOLOvV8x 0.912 0.906 0.953 0.819 0.5 7.1 0.4 8 136.9 257.6
YOLOVOt 0.944 0.875 0.948 0.825 1.3 1.1 0.4 2.8 4.93 7.7
YOLOV9s 0.921 0.897 0.956 0.832 1 1.2 04 2.6 15.33 26.9
YOLOvVIm 0.924 0.901 0.952 0.823 0.9 2.8 0.4 4.1 40.98 76.5
YOLOV9c 0.934 0.897 0.96 0.83 0.9 34 04 4.7 51.8 102.7
YOLOV9e 0.932 0.864 0.944 0.809 0.5 7.6 04 8.5 117.5 189.3
YOLOvVI0n 0.901 0.9 0.936 0.786 1.1 0.7 0.2 2 5.59 8.2
YOLOvV10s 0.929 0.888 0.947 0.799 0.9 1.1 0.2 2.2 15.9 24.5
YOLOv10m 0.91 0.88 0.945 0.8 1 24 0.2 3.6 32.1 63.4
YOLOv10b 0.905 0.899 0.944 0.809 0.8 3.2 0.2 4.2 39.7 98
YOLOv101 0.922 0.894 0.944 0.8 0.7 3.8 0.2 4.7 50 126.3
YOLOvVI10x 0.96 0.862 0.949 0.819 0.8 6.3 0.2 7.3 61.4 169.8
YOLOI1n 0.964 0.877 0.964 0.802 1.1 0.7 04 2.2 5.35 6.3
YOLOLl1s 0.952 0.892 0.959 0.8 1.1 1 0.4 2.5 18.4 21.3
YOLOI11m 0.922 0.906 0.96 0.81 0.9 24 0.4 3.7 38.8 67.7
YOLOI111 0.937 0.896 0.965 0.805 0.9 3 04 4.3 49 86.6
YOLOI11x 0.908 0.886 0.945 0.795 0.6 6.1 0.4 7.1 109 194.4
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Fig. 12. mAP50 and mAP50-95 YOLO results on Africa wildlife dataset. Each model is represented by two bars: the left bar shows the mAP50 score, while
the right bar represents the mAP50-95 score.
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Fig. 13. Precision vs. Recall based on size results on Africa wildlife dataset.

indicating larger models.

The size of each circle represents the size of the model, with larger circles
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Fig. 14. Total processing time results on Africa wildlife dataset. Each bar represents the

Time (bottom), Inference Time (middle), and Postprocessing Time (top).

similar results (0.932 for precision, 0.908 for recall) with
a compact size of 6.55Mb, demonstrating its efficiency. In
contrast, YOLOv3u and YOLOv5ul exhibit lower precision
and recall scores (0.91 and 0.88 for YOLOv3u, 0.916 and
0.881 for YOLOv5ul), despite their larger sizes (204.86Mb
for YOLOv3u, 106.85Mb for YOLOv5ul), which may be
attributed to overfitting issues.

¢) Computational Efficiency:: YOLOv10n, YOLOvSn,
and YOLOv3u-tiny are the fastest models, achieving pro-
cessing times of 2ms and 1.8ms, with GFLOPs counts of
8.2 and 19.1, respectively. The first two models share the
same processing speed and GFLOPs count, as showcased in

total processing time, divided into three sections: Preprocessing

Figures [T4] and [T3] Conversely, YOLOv9e exhibits the slowest
processing time at 11.2ms and a GFLOPs count of 189.3,
followed by YOLOv5ux at 7.5ms and 246.2 GFLOPs count.
These results indicate that larger models tend to require more
processing time and hardware usage compared to smaller
models, emphasizing the trade-off between model size and
processing efficiency.

d) Overall Performance:: YOLOv9t and YOLOvV9s con-
sistently excel across all metrics, delivering high accuracy
while maintaining small model sizes, low GFLOPs, and short
inference times, as shown in Table[VTI| and Figures|13] [T4} and
This demonstrates the robustness of YOLOvV9’s smaller
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Fig. 15. Total processing time and GFLOPs count results on Africa wildlife dataset.

models and their effectiveness on small datasets. In contrast,
YOLO5ux and YOLOI11x show suboptimal accuracy despite
their larger sizes and longer inference times, likely due to
overfitting. Most large models underperformed on this dataset,
with the exception of YOLOv10x, which benefited from a
modern architecture that prevents overfitting.

3) Ships and Vessels Dataset: Table presents the per-
formance of YOLO models on the Ships and Vessels dataset,
a large dataset featuring tiny objects with varying rotations.
Overall, the models demonstrated moderate effectiveness in
detecting ships and vessels, with mAP50-95 ranging from
0.273 to 0.327. This performance suggests that YOLO al-
gorithms may face challenges in accurately detecting smaller
objects, and the dataset’s diversity in object sizes and rotations
provides a comprehensive test of the models’ capabilities in
these conditions.

a) Accuracy: : The disparity between mAP50-95 and
mAP50, illustrated in Figure underscores the challenges
YOLO models face with higher IoU thresholds when de-
tecting small objects. Additionally, YOLO models strug-
gle with detecting objects of varying rotations. Among the
models, YOLOI11x achieved the highest accuracy, with a
mAPS50 of 0.529 and a mAP50-95 of 0.327, closely followed
by YOLOI11l, YOLOllm, and YOLOI1s, which recorded
mAP50 values of 0.529, 0.528, and 0.53, and mAP50-95
values of 0.327, 0.325, and 0.325, respectively. These results
highlight the robustness of the YOLO11 family in detecting
small and tiny objects. In contrast, YOLOv3u-tiny, YOLOvS8n,
YOLOvV3u, and YOLOV5n exhibited the lowest accuracy, with
mAP50 scores of 0.489, 0.515, 0.519, and 0.514, and mAP50-
95 scores of 0.273, 0.297, 0.298, and 0.298, respectively.
This suggests the outdated architecture of YOLOv3u and the
potential underfitting of smaller models due to the large dataset
size.

b) Precision and Recall: : Figure indicates that
YOLOvVS5ux outperformed other models, achieving a precision

of 0.668 and a recall of 0.555. It was closely followed
by YOLOv9m (precision of 0.668, recall of 0.551) and
YOLOv8m (precision of 0.669, recall of 0.525), both of which
are significantly smaller in size (40.98 Mb for YOLOvV9m
and 52.12 Mb for YOLOv8m). In contrast, YOLO11n and
YOLOV10s exhibited lower performance, with precisions of
0.574 and 0.586 and recalls of 0.51 and 0.511, respectively,
likely due to underfitting issues. Generally, YOLO11 models
tended to produce false positives, reflected in their low preci-
sion and high recall. Meanwhile, YOLOv10 underperformed
in both precision and recall, despite being one of the newest
models in the YOLO family.

¢) Computational Efficiency:: As illustrated in Figures
and YOLOvV3u-tiny achieved the fastest processing
time at 2 ms, closely followed by YOLOv8n and YOLOvV5un,
both recording 2.3 ms. YOLOv10 and YOLOI11 models also
excelled in speed, with YOLOv10n and YOLOI11n achieving
rapid inference times of 2.4 ms and 2.5 ms, along with
GFLOPs counts of 8.2 and 6.3, respectively. In contrast,
YOLOvV9e exhibited the slowest speed, with an inference time
of 7.6 ms and a GFLOPs count of 189.3, highlighting the
trade-off between accuracy and efficiency within the YOLOvV9
family.

d) Overall Performance:: The results in Table [VIII]
and Figures [16] and [I8] demonstrate that YOLO11s and
YOLOV10s excelled in accuracy while maintaining compact
sizes, low GFLOPs, and quick processing times. In contrast,
YOLOv3u, YOLOvS8x, and YOLOVSI fell short of expecta-
tions despite their larger sizes and longer processing times.
These findings highlight the robustness and reliability of the
YOLOI11 family, particularly in improving the YOLO family’s
performance in detecting small and tiny objects while ensur-
ing efficient processing. Additionally, the results reveal the
underperformance of YOLOvV9 models when faced with large
datasets and small objects, despite their modern architecture.



TABLE VIII
EVALUATION RESULTS FOR THE SHIPS AND VESSELS DATASET.
Inference

Preprocess Postprocess

14

Total

Versions Precision Recall mAP50 mAP50-95 . . s . Size GFLOPs
Time Time Time Time
YOLOv3u 0.679 0.534 0.519 0.298 0.8 6.2 0.3 7.3 207.86 282.5
YOLOV3u tiny 0.647 0.511 0.489 0.273 1 0.7 0.3 2 24.44 18.9
YOLOVS5un 0.635 0.532 0.514 0.298 1.5 0.6 0.3 24 5.65 7.2
YOLOV5us 0.653 0.541 0.518 0.299 1.2 0.8 0.3 2.3 18.58 24
YOLOv5um 0.667 0.541 0.526 0.308 0.9 2.1 0.3 33 50.54 64
YOLOv5ul 0.654 0.545 0.525 0.305 0.9 33 0.3 4.5 106.85 134.8
YOLOvV5ux 0.668 0.555 0.531 0.309 0.8 6.7 0.3 7.8 195.2 246.2
YOLOvV8n 0.655 0.533 0.515 0.297 1.5 0.5 0.3 2.3 6.55 8
YOLOVS8s 0.647 0.545 0.518 0.301 1.1 1 0.3 24 22.59 28.5
YOLOv8m 0.669 0.547 0.525 0.302 0.8 2.5 0.3 3.6 52.12 79
YOLOVSI 0.659 0.551 0.526 0.303 0.9 3.9 0.3 5.1 87.77 165
YOLOv8x 0.655 0.55 0.529 0.306 0.8 7.1 0.3 8.2 136.9 257.7
YOLOvt 0.647 0.516 0.512 0.3 1.4 1.1 0.3 2.8 4.93 7.5
YOLOV9s 0.655 0.552 0.522 0.308 1.4 1.2 0.3 2.9 15.33 26.9
YOLOV9m 0.668 0.551 0.529 0.307 1.1 2.7 0.3 4.1 40.98 76.8
YOLOV9c 0.663 0.547 0.523 0.303 1.2 34 0.3 49 51.8 102.4
YOLOV9e 0.667 0.537 0.524 0.308 1.1 7.6 0.3 9 117.5 189.5
YOLOv10n 0.584 0.487 0.506 0.31 1.4 0.8 0.2 24 5.59 8.2
YOLOvV10s 0.586 0.511 0.515 0.319 1.1 1.1 0.2 24 15.9 24.4
YOLOv10m 0.588 0.517 0.522 0.322 1 24 0.1 35 32.1 63.4
YOLOv10b 0.603 0.509 0.523 0.319 1.1 32 0.1 4.4 39.7 97.9
YOLOv101 0.601 0.511 0.522 0.322 1.1 3.8 0.1 5 50 126.3
YOLOv10x 0.6 0.523 0.526 0.321 1 6.3 0.2 7.5 61.4 169.8
YOLOI1n 0.574 0.51 0.505 0.311 1.5 0.7 0.3 2.5 5.35 6.3
YOLOLl1s 0.585 0.535 0.521 0.323 1.3 1 0.3 2.6 18.4 21.3
YOLOI1m 0.588 0.541 0.53 0.325 1 24 0.3 3.7 38.8 67.6
YOLOI111 0.596 0.531 0.528 0.325 1.1 3 0.4 4.5 49 86.6
YOLOI11x 0.596 0.538 0.529 0.327 0.8 6.1 0.3 7.2 109 194.4
mAP50 and mAP50-95 Comparison of YOLO Algorithms
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Fig. 16. mAP50 and mAP50-95 YOLO results on ships and vessel dataset. Each model is represented by two bars:

while the right bar represents the mAP50-95 score.

the left bar shows the mAPS50 score,
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Fig. 18. Total processing time results on ships and vessels dataset. Each bar represents the total processing time, divided into three sections: Preprocessing
Time (bottom), Inference Time (middle), and Postprocessing Time (top).
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Fig. 19. Total processing time and GFLOPs count results on ships and vessels dataset.
B. Discussion TABLE IX
OVERALL RANKING OF YOLO ALGORITHMS
Based on the performance of the models across the three
datasets, we ranked them by accuracy, speed, GFLOps count, Version Accuracy  Speed  GFLOPs  Size
and size, as shown in Table to facilitate a comprehensive Rank Rank Rank Rank
©, . P YOLOV3u-tiny p13 | 6 T
evaluation. For accuracy, the mAP50-95 metric was employed YOLOv3u 20 24 28 28
due to its capacity to assess models across a range of IoU Y8L3V5un %Z 6 é ‘91
. - . .. . s YOLOvS5us 7
thresholds, thus providing a detailed insight into each model’s YOLOVSum 17 15 13 18
performance. For speed, models were sorted based on the total YOLOv5ul 14 19 21 23
processing time, which encompasses preprocessing, inference, YOLOv5ux 17 27 26 27
. . . YOLOVS8n 26 5 4 5
anq p(.)stp.rocessmg.duratlons. The rankings range from Re}nk YOLOVSs 23 ° B 10
1, indicating the highest performance, to Rank 28, denoting YOLOVSm 15 17 16 20
the lowest, with the respective rankings highlighted in bold YOLOVSI 13 22 22 22
crs YOLOV8x 8 26 27 26
within the tal?le. . N . N OLOVOT 0 > 3 T
The analysis of Table [[X]yields several critical observations: YOLOV9s 7 15 10 6
1) Accuracy: YOLO11m consistently emerged as a top per- {%Ii%\’%m ‘9‘ 5; ig }g
. . vVIC
former, frequently ranking among the highest, closely followgd YOLOVOe 12 28 4 25
by YOLOv10x, YOLOI11l, YOLOvV9m, and YOLOI1x. This YOLOv10n 75 7 5 3
underscores the robust performance of the YOLOI1 family YOLOv10s 19 3 9 7
: : : : YOLOvVI10m 5 10 12 12
across varying IOU. thresholds and object sizes, Wth.h can YOLOV1b 9 " 18 14
be attributed to their use of C2PSA for the preservation of YOLOV101 11 17 20 17
contextual information, leading to improved convergence and YOLOv10x 2 22 23 21
overall performance. In addition, the implementation of large- ggigﬁ‘: %é ; % ;
kernel convolutions and partial self-attention modules helped YOLO11m 1 11 14 13
increase the performance of the algorithm. YOLOL111 3 14 17 16
YOLO11x 5 19 25 24

Conversely, YOLOv3u-tiny exhibited the lowest accuracy,
particularly in the Africa Wildlife and Ships and Vessels
datasets, with YOLOv5un and YOLOvS8n showing slightly bet-
ter but still sub-par results. This suggests that YOLO11 models
are currently the most reliable for applications demanding high
accuracy.

Closely following the performance of the YOLOI11 family,
the YOLOV9 models demonstrate their effectiveness in detect-
ing objects across various sizes and different IoU thresholds.
However, they may struggle with small objects, as seen in
the Ships and Vessels dataset. In contrast, the YOLOV1O0

family, despite its later introduction, exhibited relatively lower
accuracy in the Traffic Signs and Africa Animals datasets,
resulting in an average accuracy drop of 2.075% compared
to the YOLOV9 models in those datasets. The slight under-
performance of YOLOvV10 can be attributed to its adoption
of the One-to-One Head approach instead of Non-Maximum
Suppression (NMS) for defining bounding boxes. This strategy
can struggle to capture objects effectively, particularly when
dealing with overlapping items, as it relies on a single pre-



diction per object. This limitation helps explain the relatively
subpar results observed in the second dataset.

Similarly, the outdated architecture of YOLOv3u con-
tributed to its inferior performance, averaging 6.5% lower
accuracy than the YOLOI11 models. This decline can be
traced back to its reliance on the older Darknet-53 framework,
first introduced in 2018, which may not adequately address
contemporary detection challenges.

2) Computational Efficiency: YOLOv10n consistently out-
performed other models in terms of speed and GFLOPs count,
ranking among the top across all three datasets in terms
of speed and 5th in terms of GFLOPs count. YOLOv3u-
tiny, YOLOv10s, and YOLOI11n also demonstrated notable
computational efficiency.

YOLOvV9e exhibited the slowest inference times and a
very high GFLOPs count across the datasets, illustrating the
trade-off between accuracy and efficiency. YOLOI11’s speed
improvements, attributable to their use of the C3k2 block,
make it suitable for applications where rapid processing is
essential, surpassing YOLOv10 and YOLOV9 models, in terms
of speed by %1.41 and %31 on average, respectively.

While YOLOvV9 models excelled in accuracy, their inference
times were among the slowest, making them less ideal for
time-sensitive applications. In contrast, YOLOvI10 models,
though slightly slower than the YOLOI11 variants, still offer
a commendable balance between efficiency and speed. Their
performance is well-suited for time-sensitive scenarios, provid-
ing rapid processing without significantly sacrificing accuracy,
making them a viable option for real-time applications.

3) Model Size: YOLOvV9t was the smallest model, ranking
first across all three datasets, followed by YOLOIlIn and
YOLOvV10n. This efficiency in model size underscores the
advancements in newer YOLO versions, especially YOLOvV10,
showcasing the effectiveness of implementing the Spatial-
Channel Decoupled Downsampling for efficient parameter
utilization.

YOLOvV3u was the largest model, highlighting its ineffi-
ciency compared to its more modern counterparts due to its
outdated architecture.

4) Overall Performance: Considering accuracy, speed,
size, and GFLOPs, YOLO11m, YOLOv11ln, YOLOl11s, and
YOLOV10s emerged as the most consistent performers. They
achieved high accuracy, low processing time and power, and
efficient disk usage, making them suitable for a wide range of
applications where both speed and accuracy are crucial.

Conversely, YOLOv9e, YOLOv5ux, and YOLOv3u demon-
strated poor results across all metrics, being computation-
ally inefficient and underperforming relative to their sizes.
YOLOI11 models showed the best overall performance, likely
due to recent enhancements such as the C3k2 block and
C2PSA module. Following closely, YOLOv10 models, despite
slightly underperforming in accuracy excelled in efficiency
thanks to its use of implementation of One-to-One head for
prediction. While YOLOV9 showed underperformance in com-
putational efficiency, it remains competitive with YOLOv10
and YOLOI1 in terms of accuracy, thanks to its PGI in-

tegration. This positions YOLOV9 as a viable choice for
applications where precision is prioritized over speed.

In addition, YOLOvVS8 and YOLOvS5u exhibited competitive
results, surpassing YOLOv3u in accuracy, which is likely due
to YOLOv3u’s older architecture. However, their accuracy still
fell significantly short compared to the newer models, such
as YOLOvY9, YOLOvV10, and YOLO11. While YOLOv8 and
YOLOv5u had faster processing times than YOLOV9, their
overall performance remains inferior to that of the newer
models.

5) Object Size and Rotation Detection: The YOLO algo-
rithm is effective in detecting large and medium-sized objects,
as evidenced by high accuracy in the Africa Wildlife and
Traffic Signs datasets. However, it struggles with small object
detection, probably due to its division of images into grids,
making identifying small, low-resolution objects challenging.
Adding to that, YOLO faces challenges when handling objects
of different rotations due to the inability to enclose rotated
objects, leading to sub-par results overall.

To handle rotated objects, models such as YOLO11 OBB
[26] and YOLOv8 OBB [25] (Oriented Bounding Box) can
be implemented. Keeping the same foundational architecture
as the standard YOLOv8 and YOLO11, YOLOv8 OBB and
YOLOI11 OBB replace the standard bounding box prediction
head with one that predicts the four corner points of a
rotated rectangle, allowing for more accurate localization and
representation of arbitrarily oriented objects.

6) The Rise of YOLO11 Over YOLOvS: Although YOLOvVS8
[25]] has been the algorithm of choice for its versatility in tasks
such as pose estimation, instance segmentation, and oriented
object detection (OBB), YOLOI11 [26] has now emerged as
a more efficient and accurate alternative. With its ability to
handle the same tasks while offering improved contextual
understanding and better architectural modules, YOLO11 sets
a new standard in performance, surpassing YOLOvVS8 in both
speed and accuracy across various applications.

7) Dataset Size: The size of the dataset significantly influ-
ences the performance of YOLO models. For instance, large
models did not perform optimally on the small African wildlife
dataset compared to their results on the Traffic Signs and Ships
and Vessels datasets due to being more prone to overfitting.
Conversely, small models such as YOLOv9t and YOLOv9s
performed significantly better on the Africa Wildlife dataset
compared to their results on the other datasets, showcasing the
effectiveness of small-scaled models when handling limited
datasets.

8) Impact of Training Datasets: The performance of YOLO
models is influenced by the training datasets used, as shown
in Tables and Different datasets yield varying
results and top performers, indicating that dataset complexity
affects algorithm performance. This underscores the impor-
tance of using diverse datasets during benchmarking to obtain
comprehensive results on the strengths and limitations of each
model.

This discussion highlights the need for a balanced consid-
eration of accuracy, speed, and model size when selecting
YOLO models for specific applications. The consistent perfor-



mance of YOLOI11 models across various metrics makes them
highly recommended for versatile situations where accuracy
and speed are essential. Meanwhile, YOLOv10 models can
perform similarly while achieving faster processing times
and with smaller model sizes. Additionally, YOLOV9 can
deliver comparable results in terms of accuracy but sacrifices
speed, making it suitable for applications where precision is
prioritized over rapid processing.

V. CONCLUSION

This benchmark study thoroughly evaluates the performance
of various YOLO algorithms. It pioneers a comprehensive
comparison of YOLOI11 against its predecessors, evaluating
their performance across three diverse datasets: Traffic Signs,
African Wildlife, and Ships and Vessels. The datasets were
carefully selected to encompass a wide range of object prop-
erties, including varying object sizes, aspect ratios, and object
densities. We showcase the strengths and weaknesses of each
YOLO version and family by examining a wide range of
metrics such as Precision, Recall, Mean Average Precision
(mAP), Processing Time, GFLOPs count, and Model Size. Our
study addresses the following key research questions:

e Which YOLO algorithm demonstrates superior perfor-

mance across a comprehensive set of metrics?

« How do different YOLO versions perform on datasets
with diverse object characteristics, such as size, aspect
ratio, and density?

o What are the specific strengths and limitations of each
YOLO version, and how can these insights inform the
selection of the most suitable algorithm for various ap-
plications?

In particular, the YOLO11 family emerged as the most
consistent, with YOLO11m striking an optimal balance be-
tween accuracy, efficiency, and model size. While YOLOv10
delivered slightly lower accuracy than YOLOL11, it excelled
in speed and efficiency, making it a strong choice for appli-
cations requiring efficiency and fast processing. Additionally,
YOLOV9 performed well overall and particularly stood out
in smaller datasets. These findings provide valuable insights
for industry and academia, guiding the selection of the most
suitable YOLO algorithms and informing future developments
and enhancements. While the evaluated algorithms demon-
strate promising performance, there is still room for refine-
ment. Future research could focus on optimizing YOLOv10 to
enhance its accuracy while preserving its speed and efficiency
advantage. Additionally, continued advancements in architec-
tural design may pave the way for even more groundbreaking
YOLO algorithms. Our future work includes in-depth studies
of the identified gaps in these algorithms, along with proposed
improvements to demonstrate their potential impact on overall
efficiency.
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